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A Virtual One-Way Signaling Protocol With
Aggressive Resource Reservation for Improving
Burst Transmission Delay
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Abstract—In this paper, we propose a new scheme for the on
demand use of capacity in OBS networks, combining a two-way
reservation protocol and an assembly scheme process that incor-
porates an aggressive and forward resource reservation mecha-
nism. The key idea is to tune the assembly timer to be equal to the
time associated with the establishment of the end-to-end connec-
tion (round-trip-time) and, thus, synchronize the resource reser-
vation with the assembly process. In this way, upon the arrival of
the first packet in the queue, reservation of resources may start si-
multaneously based on an aggressive prediction of the burst length.

Index Terms—Least mean square filter, one-way signaling, op-
tical burst switching (OBS).

I. INTRODUCTION

PTICAL burst switching (OBS) has been introduced to
() couple the merits of packet and circuit switching [1].
One of the key developments of OBS was the introduction of
one-way reservation schemes for the “on-demand” use of ca-
pacity. In one-way reservation schemes (also called “Tell-and-
Go”), a setup packet is sent in advance to precede the arrival
of a burst of packets by a time offset. This allows for mini-
mizing the pretransmission delay. A number of one-way reser-
vation schemes have been proposed for OBS, including the just-
enough-time (JET) [1], horizon [2], and just-in-time (JIT), [3].
One-way schemes are very promising, when applied to a net-
work operating at light load, but may result in a high burst loss
ratio when load increases and there is limited or no buffering
in the core. Various studies have been carried out to estimate
the burst loss ratio when wavelength converters and/or FDL-
based optical buffers are employed. In addition, QoS provision
schemes were proposed to assure a constant loss ratio. Such
schemes include the offset-time-based scheme [4] that provides
an extra time offset to isolate different classes of traffic, the com-
posite-burst assembly scheme that mixes traffic classes during
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burst assembly and provides QoS via prioritized burst segmen-
tation [5], the “preemptive wavelength reservation mechanism,”
where each class is associated with a predefined usage limit,
[6] and the “early dropping mechanism” that probabilistically
drops bursts of a lower priority class in order to guarantee the
loss probability of higher priority classes of traffic [7]. However,
all these schemes require optical buffers or additional sched-
uling/processing that makes their deployment difficult. On the
other hand, two-way reservation protocols guarantee loss-less
operation in a buffer less OBS network. However, two-way sig-
naling induces a large delay, associated with the establishment
of an end-to-end connection. A detailed evaluation of two-way
OBS in terms of packet delay and buffer requirements in the
edge notes can be found in [8].

In this paper, we propose a new scheme that differenti-
ates from the abovementioned ones and which truly emulates
one-way reservation. It relies on a two-way reservation protocol
and a burst length prediction mechanism. The key idea is to
tune the assembly timer to be equal to the time associated with
the establishment of the end-to-end connection to synchronize
the resource reservation with the assembly process. In this way,
upon the arrival of the first packet in the queue, reservation of
resources may start simultaneously based on a prediction of the
burst length. In our study, we have used an N-order normalized
LMS (Least Mean Square) linear predictive filter (LPF) that
provides adequate accuracy and has been previously used in
OBS [9], [10], while we have further extended its mechanism
with an aggressive correction parameter to accommodate bursty
traffic. The overall scheme is a virfual one-way reservation
protocol, in the sense that the burst is transmitted immediately
after the assembly timer expires. The advantage of the scheme
is that latency is reduced to the minimum possible, burst trans-
mission is guaranteed to be lossless in the core, while data
losses may only occur at the edge and only when prediction
underestimates burst size.

The rest of the paper is organized as follows. Section II
presents the network concept of the proposed virtual one-way
scheme, while Section III presents in detail the burst length
prediction mechanism and provides a latency comparison with
conventional one-way and two-way OBS protocols. Section IV
presents evaluation results from static experiments for the
determination of the filter convergence speed and accuracy,
while Section V presents performance evaluation results over a
large scale network with emphasis in achieving packet loss-free
operation.
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II. NETWORK CONCEPT

OBS networks have been widely associated with the one-way
signaling protocols. However, burst losses increase fast with the
increase of network load and it is difficult or quite impossible
to guarantee a certain level of QoS to end-users. In addition, as-
suming that each OBS edge router services concurrently thou-
sands active TCP connections, QoS support become an unri-
valed task that requires cross layer (transport, network and phys-
ical layer) processing. In the proposed framework, a two-way
reservation protocol is used in combination with a timer-based
assembly scheme, where the timer has been tuned to be equal to
the round-trip time delay. Fig. 1 illustrates graphically the con-
ventional OBS approach, while Fig. 2 the proposed one. In par-
ticular, Fig. 1(a) shows the usual case of an one-way protocol,
where a burst is transmitted after the expiration of the assembly
timer. In that case, a setup packet is first transmitted to reserve
resources, while burst data follows with a time offset (denoted
as TO). Fig. 1(b) shows the case of two-way signaling. Aggre-
gation of packets takes place for a time equal to the assembly
time, while burst transmission starts only after an end-to-end
wavelength channel has been setup [8]. This includes the time
that a control packet has to traverse from source to destination
to reserve resources, including the packet processing time and
twice the propagation time. It is usually denoted as round trip
time (TgrrT). Over long transmission distances, the round-trip
propagation delay may be comparable to, or even larger than,
the duration of a burst. For example, the round trip time delay,
for a distance of 500 km, correspond to 5 ms in addition to
the packet processing time. Assuming a 10-Gb/s channel ca-
pacity and that the packet traverses three nodes with 10-ms pro-
cessing, the total round trip time corresponds to the transmission
of 350-Mb of data. In general, the maximum deterministic la-
tency or upper bound on the maximum transmission time that
packets experience between entering the core network at the
source and leaving the destination routers is

Lburst
1
C (1)

L urs
TBAT+}L'6+% (2)

TBAT +2- Tpropag. + h-6 +

for two-way and one-way reservation protocols respectively. In
(1) and (2), Tt is the assembly time, h is the number of hops,
0 the packet processing time (that includes the optical cross-
connect, OXC, reconfiguration time), Tpropag i the end-to-end
propagation time and Lyt /C is the burst duration time.

Fig. 2 displays the timing constrains of the proposed scheme.
The edge router, that in any case maintains a different queue per
destination, assigns to each queue, an assembly timer equal to
the RTT of that source-destination pair. Upon the arrival of the
first packet in the queue [see Fig. 2(a)], a prediction mechanism
estimates the size of the queue, at Trpr time later and immedi-
ately transmits a setup packet to reserve resources according to
that prediction. Packets for that specific destination continue to
arrive and are being stored in the same assembly queue. Upon
the return of the acknowledge message [see Fig. 2(b)] burst
transmission starts immediately without the need of a control
packet to precede. Thus, the time offset that is usually incorpo-
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Fig. 1. Timing considerations of the conventional OBS approach with
(a) one-way and (b) two-way reservation. ¢ is the processing time of the setup
packet, including the OXC re-configuration time.
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Fig. 2. Timing considerations of the proposed scheme during the (a) reserva-
tion phase and (b) the burst transmission phase and reservation of the next burst.

rated in between transmission and signaling is not needed in our
case, and, therefore, latency is further reduced. In particular, the
de facto latency bound for the first packet entering the queue
is Ty, While only Lyt /C for the last packet. The process
repeats with a new prediction, upon the arrival of a new (first)
packet in the queue [burst #2 in Fig. 2(b)].

The framework that we propose benefits from the parallel ex-
ecution of the signaling messages and the assembly process, and
for this a setup message requires a priori knowledge of the burst
length. There is no doubt that to make a prediction algorithm
practical for an OBS system, it should not only deliver good es-
timation performance, but also be simple and fast so the calcula-
tions can be done on-line. In general the actual burst size can be
different from the predicted one and absolutely depends on the
prediction mechanism. When the prediction algorithm underes-
timates burst length, then the extra packets have to be dropped
or delayed for the next assembly cycle. Alternatively, if the pre-
diction algorithm overestimates burst length, then the burst can
be transmitted with a percentage of bandwidth being wasted.

III. BURST LENGTH PREDICTION MECHANISM AND
AGGRESSIVE RESOURCE RESERVATION

The choice of a prediction method is a tradeoff between the
prediction interval, prediction error and computational cost. The
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prediction interval refers to how far into the future can the traffic
be predicted with confidence. In our case, the lower bound of
this interval is defined by Tgrrr. For video and network data
traffic, linear prediction methods have been considered in the
literature as a simple and effective alternative, [9], [10]. Within
this framework, we have considered an N-order Normalized
LMS (least mean square) linear predictive filter (LPF) that can
provide a high accuracy while its time complexity for the coef-
ficient calculation is O(V).

Problem definition: Let L(t) be a random process that gives
the number of bytes in the interval [0, TrrT]), estimate the
number of aggregated bytes in the next assembly cycle, denoted
as Iv/(f + TRTT)-

Let Lq(k) be the length (in the time scale) of the k" burst
that corresponds to the k" assembly cycle after ¢t = k - Trrr
time. The length of the next incoming burst is then predicted
according to those of the previous /V bursts by

N
La(K +1) =Y [h(i) - La(k — i+ 1)]
=1

3

where h(i), i € {1,... N} are the coefficients of the N-order
LPF. We update the predictive filter coefficients by an efficient
algorithm [11], where the coefficients for the (k + 1) predic-
tion are defined as

W = b+ g e(k) - La®/ | La®|1®

where h is the coefficient vector, 4 is an adjustable parameter
of the filter, e(k) the residual between the actual and the pre-
dicted length of the k" data burst and (Lq)* the vector of Ly(j),
(j e{(k—=1)-N+1,...,k-N}).In[10], it has been veri-
fied that the LMS-based method provides a low prediction error
without knowing the autocorrelation of the input traffic stream
in advance and, thus, can be used as an on-line algorithm for
each assembly cycle as in the proposed scheme. It must be noted
here that only the number of bytes matters and not the particular
distribution of packet arrivals and packets sizes within the pre-
diction interval.

A. Aggressive Burst Length Prediction

The prediction error, expressed by e(k) can be positive or
negative, in the sense that the predicted burst length can be an
under- or over-estimate the actual data aggregated. In the first
case, part of the data aggregated has to be dropped (or trans-
ferred to the next assembly cycle), while in the second case
bursts can be transmitted but with a fraction of the reserved
capacity being wasted. In general, the prediction error of an
LMS-based LPF is less 5% especially for smooth traffic of con-
stant bit rate. However, LPFs cannot accommodate bursty traffic
that exhibit fast changes in the packet arrival rate. Thus, it is
of key importance to compensate the under-estimation errors,
since in that case either the extra packets have to be dropped
or to be transmitted in the next assembly cycle, thus increasing
their queuing delay. In addition, the prediction mechanism must
also be capable of identifying if the error in prediction is the re-
sult of a traffic increase or falls within the usual error of the LPF.
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For this purpose, we have further extended the filter mecha-
nism to accommodate traffic violations and achieve faster over-
estimated predictions. We have defined a correction parameter,
d, that is added to the prediction value as L, (k + 1) = L, (k +
1) 4 d, where L, is the reserved length and L, is the predicted
length. The correction parameter d is determined by a general
function based on simple remarks, that continuous error signs
means that there exist a traffic increase (or decrease), [12], while
the magnitude of increase is a function of the previous burst
lengths and errors. The estimated adjustment quantity d(k) is
added to the LMS prediction value, so that the new predictor
could follow the variation of traffic trend more quickly. The gen-
eral function considered here is as follows:

d(k) = sign(k)" x f ((La)*)) x é(k) )
where sign(k) is the sign continuity function and is decided
based on the sign of the prediction error, e(k) and é(k) is the
percentage expression of e(k). For example, if at several con-
tinuous moments, e(k) exhibits a negative (or positive) sign,
this is probably an indication of a persistent traffic decrease
(or increase) in the variation trend. For such cases, the normal
LMS-based LPF presents a delay in accommodating the new
traffic trend. An exponential weight to the importance of the
sign continuity function is given by rising sign(k) to n. Func-
tion f(Lq)F is a function of the previous N burst lengths, Ly(5),
(je{(k—1)-N+1,...,k-N}). We have experimented with
different statistical functions and we have selected the standard
deviation of the average burst sizes denoted here as 0 nean burst-
When combined with the % change in the error value, and sign
continuity function, it provides adequate confidence for the next
prediction, compensating rapidly, fast increases in the packet
arrival rate. Inevitably, it constitutes a tradeoff between large
jumps in the prediction (that decrease convergence delay) at the
expense, however, of accuracy. It must be noted here that func-
tion f(-) should not be relevant to e(k), primarily because sta-
tistical properties of e(k) in the past N samples do not reveal
any further insight on the data gathered at the network edge
and which can be important in OBS networks. For example,
the normalization of e(k) may result in a fast tracking perfor-
mance for small traffic increases, but, however, instant large
error values may result to very large errors in the accuracy of
the next predictions.

B. Latency Comparison With One-Way and Two-Way
Signaling Protocols

In usual one-way signaling protocols, the upper bound of
packet latency occurs, when all packets arrive simultaneously at
the beginning of the assembly cycle, and, thus, it is TsaT + (h -
8), excluding for simplicity but without loss of generality the
burst transmission. The corresponding average packet waiting
time can be easily derived to be: Tgar/2 + (h - ). Similarly,
the average and maximum packet delays when using a two-way
reservation protocol can be derived from (1). In the proposed
virtual one-way reservation scheme with aggressive traffic pre-
diction, the corresponding delays are, by (k- 6) less, in the sense
that the time offset is no needed, but increased by Trr, in the
sense that the under-estimated data left over sent in the next
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Fig.3. Average packet delay versus distance for conventional one-way and two
way protocols, as well as for the proposed virtual one-way scheme.

cycle. Thus, the upper bound of latency is 21gar = 21RTT
while the average packet waiting time: Trrr/2 + |€(k)|- TrrT,
ife(k) > 0.

Fig. 3 displays the average packet delay versus the transmis-
sion distance for the case a burst is transmitted over two or three
hops. In this analysis, we have assumed an assembly timer of 10
ms, (used only in the case of one-way protocols and two-way
protocols without prediction), a 5% prediction error (used only
in the case of the proposed virtual one-way scheme), 10 ms
time for OXC re-configuration, which is a realistic value with
current available MEMS switch technology [13] and a 12.5 us
packet processing time as derived in [14] using JITPAC con-
trollers. The dashed lines in Fig. 3, denote the delay of a usual
one-way protocol that is constant and independent of the trans-
mission distance. It can be seen that when using a two way
reservation protocol (with or without traffic prediction), average
packet delay increases with distance and with number of hops.
This is as expected, since round trip time, (the return of the
ACK message) determines when the burst is transmitted. When
comparing, one-way schemes with the proposed scheme, then
the latter induces a significantly lower average packet delay.
This is due to the fact that the time offset employed in one-way
schemes is significant large, while in the proposed scheme this
is compensated during assembly time. For example, the average
packet delay, for the case of one-way schemes and two hops
is: Tear/2 + (h - Tprocess) = 25 ms, while in the proposed
scheme: TRTT/2 + |é(k‘)| . TRTT = TRTT(1/2 + |é(k)|):
[20 ms + 2L/(2 - 10%)] - 0,55, which depends on the path
length and becomes comparable with one-way scheme when
Tear = 10 ms and L = 2550 km or Tgat = 1 ms and
L = 1800 km. It is, therefore, clear that the proposed virtual
one-way signaling scheme induces a significantly lower average
packet delay, and this is because assembly time has been tuned
to be equal to round-trip-time.

IV. PREDICTION MECHANISM EVALUATION

In order to evaluate the proposed scheme, we have carried
out static experiments with a single edge router and Poisson
packet arrivals of constant as well as varying mean rates with
and without the aggressive correction parameter. Tables I-III
summarize our findings. Table I shows the mean and variance
of the prediction error for constant mean rates, namely for 200,
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TABLE I
PERFORMANCE OF LMS-BASED LPF FOR CONSTANT PACKET
ARRIVAL RATES (¢t = 0.1, N = §)

A (kpackets/sec) AVE VAR
100 2.01 5.21
200 1.72 432
400 1.48 322
600 1.32 2.13
800 1.21 1.49
TABLE II

PERFORMANCE OF LMS-BASED LPF FOR VARYING PACKET
ARRIVAL RATES (1 = 0.1, N = §)

Time
b el ssintes) (sec) Bursts AVE VAR
100->200 1.16 29 129 4085
100->400 1.24 31 172 776.7
100>600 1.28 32 175  860.8
100->800 1.42 35 17.7 92423
TABLE III

PERFORMANCE OF LMS-BASED LPF WITH THE ADDITION OF THE AGGRESSIVE
CORRECTION PARAMETER FOR VARYING PACKET ARRIVAL RATES
w=01,N=8,n=2)

Time
plasdebbed) o Dumn AVE VAR
1002200 036 9 25 4489
1005400 036 9  -49 11949
1005600 048 12 -54 14740
100800 040 10 23 13074

400, 600, and 800 kpackets/s. In general, the prediction error
was found to be ~1.5% that translates to +/—15-KB error per
MB transmitted. It can be seen that the LMS-based LPF per-
forms very good for constant arrival rates and even better for
large arrival rates (i.e. 800 kpacket/s), primarily because of the
higher number of samples that lends the prediction algorithm a
higher accuracy.

Table II shows the performance of the filter against instant
increases in the packet arrival rate (see first column of Table II)
without the addition of the correction parameter.

In particular, Table II provides the elapsed time until the filter
error, e(k) reaches a steady state with a variance below 10, the
number of the bursts transmitted within that period as well the
é(k) average and variance only for that period. It is clear that the
LPF exhibits a delay in following the traffic increase and which
delay increases with the magnitude of increase. For example,
the filter mechanism needs 1.42 s to adapt to an increase from
100 kpackets to 800 packets/s, while 1.16 s for an increase from
100 kpackets to 200 packets/s. A major difference is denoted in
the mean and variance of the error in those periods. In partic-
ular, in the latter case (100-to-200 kpackets/s) the mean error
of the filter is only 12.9% with a variance of 408.3 while in the
first case (100-to-800 kpackets/s) both values are by far larger.
Fig. 4(a) shows the error variation per burst transmitted around
the traffic change for an increase of 100 k to 800 kpackets/s in
the arrival rate. This behavior is inherent with LMS-based algo-
rithms since they constitute a good compromise of convergence
speed and tracking performance. While applying LMS-based
LPF for traffic prediction, on one hand, a large change in traffic
reduces prediction delay, but brings the problem of convergence
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Fig. 4. Error variation per burst transmitted for a rate change of 100 k to
800 kpackets/s (a) without and (b) with the aggressive correction parameter.

that leads to an increased prediction error, while on the other
hand, a smaller change gives less prediction error but a longer
prediction delay.

Table III displays the same performance metrics against the
same instant increases in the packet arrival rate, but with the
addition of the aggressive parameter. It can be seen, that con-
vergence delay has been significantly reduced down to 0.36 s,
and, thus, fewer bursts are transmitted with an error in their
predicted length. Therefore, tracking performance has been im-
proved at the tradeoff, however, of accuracy. This can be seen
from Table III, where average and variance of the prediction
error are increased. This is due to the fact, that the addition of the
correction parameter induces jumps in burst length prediction in
order to fast compensate errors of the previous predictions. This
can be also seen from Fig. 4(b) that displays the error variation
per burst transmitted around the traffic change. It can be seen
that within a few bursts with a positive error in their predicted
length, the filter mechanism performs a jump to negative values
(overestimation), having identified the increase in the traffic. It
must be noted here, that prediction errors that concern overes-
timations of the burst size, do not affect traffic but only waste
a fraction of the reserved resources. In addition the mechanism
does not perform uniformly for all traffic changes. For example
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for the specific case of 100-to-600 kpacket/s, the filter performs
worse and this is due to the fact that the jump performed is not
optimum for that specific increase and for that specific parame-
ters (f(+), n) used in d(k). However, this is an inherent tradeoff
between greedy overestimations and convergence speed.

The use of the aggressive correction parameter for making the
reservation may result in extra blocking in the core, primarily
because of the higher work load offered in the network. To this
end, the extra bandwidth reserved has been measured in order to
determine the magnitude of the blocking increase. Fig. 5 shows
the CDF function of the extra bandwidth reserved for constant
(without the aggressive correction function) and nonconstant
(with the aggressive function parameter) traffic. It can be seen,
that the extra bandwidth reserved is less than 300 KB for the
80% of the bursts transmitted in all cases of traffic increases,
while only a very small percentage (<1%), exhibit a bandwidth
waste higher than 800 KB. On average, it has been found out
that in the case of 100—>200 kpacket/s, the average burst size is
2.94 MB, while the average extra bandwidth reserved is 212 KB.
Therefore, we may argue that the average % increase of the ac-
tual burst size is ~7%. This increase in the reservation horizon
will slightly affect blocking performance and only in the first
burst transmissions, during the traffic increase, some extra burst
losses will occur. The yielding % increase of blocking can be
derived from the work presented elsewhere [15], [16], having in
mind that the proposed scheme emulates an one-way protocol.

V. PACKET LOSS-FREE OPERATION IN LARGE NETWORKS

We have evaluated the performance of the proposed virtual
one-way scheme on the National Science Foundation (NSF) net-
work topology with emphasis in achieving packet loss-free op-
eration. In such a case, packets that should be dropped, due to an
underestimation in the burst length or a blocked setup message,
are delayed for transmission during next assembly cycles. Espe-
cially in the case of a failure in establishing an end-to-end path,
then within a very short time (< TrrT) a large amount of data
are left over at the ingress node. This will result in increasing
both the size of the transmitted bursts as well as the queuing
delay of the assembled packets. Therefore, both the buffering
and delay requirements should be investigated.
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TABLE 1V
ROUND TRIP TIME (ms) PER EDGE NODE FOR THE NSF NETWORK TOPOLOGY

Edge Node | 0 1 2 3 4 5 6 7

Ave 304 369 221 234 234 28.6 294 326
Min 6.0 110 8.0 3.0 3.0 3.0 130 6.0
Max 49.0 59.0 410 460 460 59.0 51.0 46.0
120
100 //‘A—A A '
80
2
(%]
5 60
()
——SLOW CHANGE
20
FAST CHANGE
OM

0 10 20 30 40 50 60 70
Burst Size (MB)

Fig. 6. Burst length density function for fast and slow rate changes.

We used ns-2 simulator and modeled the NSF network con-
sisting of 8 edge nodes, 6 core nodes, one wavelength at 10 Gbps
per link and a mean packet arrival rate of 100 kpackets/s, with
packet size drawn from an Internet mix size distribution, [17].
The latter values were selected for attaining 1% blocking in
the network. A two-way signaling protocol was employed with
delayed burst-level reservations, [18], to match the operation
of JET reservation scheme. Burst assembly time was set equal
to the round-trip-time for each set of source-destination pair.
Table IV presents the average, minimum and maximum values
of these assembly times per edge node, when Dijkstra algorithm
is used to calculate the routing.

We have evaluated the proposed aggressive resource reserva-
tion scheme considering two cases of traffic violation, namely
fast with an increase of 400 kpacket/s per 200 ms and slow with
an increase of 100 kpacket/s per 200 ms. Fig. 6 and Fig. 7 dis-
play the distributions of burst sizes and packet delay respec-
tively. From Fig. 6, it is clear that the fast changes in the packet
arrival rate increases the yielding burst size. This increase is
evidence that the queuing time of the assembled packets in-
creases, since a higher number of packets postpone their trans-
mission for the next assembly cycle, thus forming larger bursts.
The average sizes of the transmitted bursts were measured to
be 7.8 and 7.3 MB, respectively (see Fig. 6), for the two cases,
while only a small percentage of them exhibited a very large
size of more than 20 MB. This implies that large buffers are
not needed, and, thus, we may argue that the proposed virtual
one-way reservation scheme fast compensates traffic violations
deterring the accumulation of large data at the network edges.

Fig. 7(a) and (b) displays the corresponding distribution of
packet delays with and without the aggressive burst length
prediction mechanism, while for reference, we have also added
Fig. 7(c) that shows the corresponding distribution, excluding
the extra packets from the previous assembly cycles. Thus,
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Fig. 7. Packet queuing time distribution (a) with and (b) without the addition of
the correction parameter, d(k). (c) Corresponding queuing delays for constant
arrival rates.

Fig. 7(c) displays the initial packet delay distribution, that is tog-
gled to that of Fig. 7(b), when employing only the LMS-based
prediction filter and to that of Fig. 7(a), when adding the
aggressive correction parameter d(k). It must be noted here
that the results of Fig. 7 concern a certain source-destination
pair with Trprr = 51.3 ms. Thus, packets that exhibit a higher
than TrrT delay, are transmitted in the next assembly cycles.
From Fig. 7, it is clear that when employing the aggressive
mechanism, the percentage of packets with a delay higher than
Twrrr is reduced. In particular, in the case of a slow change in
the arrival rate, 29% of the packets exhibit a delay higher than
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TrrT, Wwhen employing only the LMS-based prediction filter
[black columns of Fig. 7(b)], that is then reduced to 18%, when
employing the aggressive parameter as well [black columns of
Fig. 7(a)]. Similarly, in the case of fast changes in the packet
arrival rate, 45% of the packets exhibited a delay higher than
TwrrT, from which 14% a delay even higher than 27Tg 77 (these
packets depart during the third assembly cycle). These are then
reduced down to 26% and 4%, respectively, when adding the
aggressive correction parameter.

To this end, we may argue that the proposed aggressive
resource reservation mechanism is capable of compensating
rapidly bursty increases in the traffic, assuring an average
packet delay close to round trip time and a worst case delay
twice the round trip time.

VI. CONCLUSION

In this paper, we have presented a novel virtual one-way reser-
vation scheme for the on demand use of capacity in OBS net-
works. The scheme relies on a two-way reservation protocol and
a burst assembly scheme that incorporates a burst length predic-
tion mechanism. The burstification delay is enforced to be equal
to the round-trip-time, so that the two-way reservation of re-
sources to start immediately, upon the arrival of the first packet
in the queue, for the estimated duration of the burst. We have
evaluated the proposed scheme for constant as well as varying
packet arrival rates and assessed its convergence speed and accu-
racy. We have further evaluated its performance on a large scale
network with emphasis in achieving packet loss-free operation.
It was shown, that the proposed virtual one-way protocol can
guarantee zero data losses, with an average packet delay close
to round trip time and a worst case delay twice the round trip
time.
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